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EXTENDED ABSTRACT:

‘1’hc bilmry arithmetic code is a crucial c]cmcnt  of many practical stlatc-of-the-art loss-
ICSS and lossy comp~cssion  schcmcs.  The basic iclca behind bi~lary arithmetic coclcrs is to
cncodc  a scqucncc  of O’s and 1‘s into a codcstri]  lg that rcprcscnts  a bil Iary fractional value.
This value is obt,aincd by successively dividing a base interval i]lto two parts according to
some cst,imatc  of the symbol probabilities, and then select in?; tllc i) ltcrval that corresponds
to the Syll”lbol  s(!nt .

‘1’hc key to an cfficicnt  i~~l~]lclnclltatio~l  of the binary aritllilmtic  coding procedure
is to avoid pcrfcnmillg  the t,imc- consuming ]~~lllti~~ic[itioll  and division operations in the
probability update for each binary symbol sent. 1 BM’s QM-ccKlcr  [1] keeps track  of two
fixed-lcngtb registers A ancl C, where A rc]mscnts the size of tll(! cumcnt interval, and
C indica,t(!s the base of the current interval. IIy mcaus of a nomlalization  process A a n d
G’ arc kept within a specific range. By a simple :L1~~)roxil~l:~ti{)~l  that, requires A to bc in
the range of 0.75< A <1.5, the QM-coder replaces ~nultiplicatiolw  with simple additions
arid subtractions. WittJcn ct. al. propos(!d a more i] huitiv(! al q~roach to pcrfonn  binary
arithmetic coding [2]. Wittcn’s binary  arithmetic coding proccdurc  keeps track of two
va]ucs hzg}L  al ld low, wh[!rc }Ligh and low corrcslJol]d  to t }lc to}) and t hc bottom of the
cumcnt  interval. Wittcn suggcstccl to comtrain the potability of tllc lCSS probable symbol
to the nearest integral power of ~, so that multiplications can lx! rc~daccd by simple shifk.
Usiug a binary  entropy argumcl)t,  Wittcn tabulated the optilrml probability ranges for
cac] 1 power of ~, and showed that the womt-case cfflcicncy  is about 95.0% (Figure 1).

1]1 this article wc ilnprovc upon Wittcn’s results by ap~)rc)xilnating the probability of
tllc less ~m)babk:  symbol with a fraction of the form 2-~ or 2-”’-1 + 2-1-2 for 1 == 1,2, . . . .
It is easy to show that, multiplying a number by 2- 1--1 +  2- ~- 2 is cquivalcntj  to right-
s]lifting  it, by t +- 0.415 bits. Computationally  this concponds to lc~)lacing a multiplication
o~)cratioll with 2 shift,s and an add. As wc will SIIOW later, this  schcmc  improves the
worst-case coding efficiency to 98.5Y0.

‘J’llc fol]owillg  is a sketch on l]OW to optimally quantize the ~)robal.)ility  of the lC S S

probable symbo] to achicvc  the afommcutioncd  cc)ml)utational  cfl icicncy. Wc usc a similar
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approac]] as Wittcn’s. lmt p, O < p ~ 0.5, IW t,hc true  probability of the less probable
sylnbo].  ‘1’hc qucstioll  is to choose a step-wise probability quant,ization function Q(p) of p
such that, the average code l[!ngth pcr symbol, namely p 10g2 (Q(p)) – (1 – P) 10g2 (1 – Q(P)),
is minimized. ‘1’]Ic design of Q(p) is col]l]~lcxity-(lrivc]l,  not ~J(}rforlrlallcc-drivcll.  However
as wc will SI]OW later, that wc do not sacrifice! much l)y quantizillp; p into the form 2–Z or
2-1-1 +.2- l-2 forl=l ,2,.... Wc examine two diffcl cnt cas(!s.

Case 1: 2- 1-1 +. 2-1-2< p < z-l

‘]’his corresponds to finding the hcakpoint  p’ such that

P’(1 + 0.41504) – (1 – p’)log2(l – 2’”1- 1 - 2--l--2) =PIJ -. (] - p’)lo~2(l - 2-1).

Case 2: 2-1- 1 <p<2-~--l_l.. l-2-2
This corr(!spollds to fin(ing the breakpoint p’ such tl]at,

p’(1 + 1) – (1 –p’)log2(l  -2-1- 1) =p’(1  +0.41504) – (1 -p’)log2(l – 2-1-1 – 2-~-7.

Wc usc tbc salne pcrfonnancc efficiency definition as Wittcn ‘s, which is given by the
entropy as a fraction of the aver-age code lengt,  ]l,

cfficimcy =:
--plog2  p - (1 – plog2(l  -- p)—- ———— .-

PQ(P) -- (1 - p) log2(l --2- Q(f))) “

We tabulated the optimal probability range and the wcnst-case cflicicncy  for each quantized
probability value (Figure 2).

W(! im~)lcmcntcd  a heterogeneous binary aritlmctic coder [3] using this probability
quantization  schcnm. The hctcrogcncous  binary arith] llctic  coder is multiplication-fr-cc,  and
it uses oIIly byte-wise opcmtions.  l’rcliminary results show that, it, g;ives bct,tcr  compression
performance t]ml the QM-coder at both high-entropy range and ]ow-entropy range.
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Proability  llangc Right-Shift Effecti\~)bability  Efficiency

0,36907-0.50000 1 0 . 5 0.950
0,18193-0.36907 2 0.25 0.973
0.09053-0.18193 3 0.125 0.981
0.04517-0.09053 4 0.0625 0.985
0.02256-0.04517 5 0.03125 0.987
0.01128-0.02256 0.015625 0.989
0.00564-0.01128 ; 0.0078125 0.990
0.00282-0.00564 8 0.00390625 0.991

Figure 1 : Witten’s  Probability Quantization  Scheme

J’roability Kangc l{ight-Shift Effective Probability El”l”iciency

0.43683-0.50000 1 0 . 5  ‘— 0.988
0.31018-0,43683 1.415 0.375 0.985
0.21767-0.31018 2 0.25 0.994
0.15453-0.21767 2.415 0.1875 0.991
0.10872-0.15453 3 0.125 0.996
0,07716-0.10872 3.415 0.09375 0.994
0.05433-0.07716 0.0625 0.997
0.03856-0.05433 :.415 0.046875 0.995
0.02716-0.03856 5 0.03125 0.998
0.01927-0.02716 5.415 0.0234375 0.996
0.01358-0.01927 6 0.015625 0.998
0.00964-0.01358 6.415 0.01171875 0.996
0.00679-0.00964 7 0.0078125 0.998
0.00482-0.00679 7.415 0.005859375 0.997
0.00339-0.00482 8 0.00390625 0.999

——

Figure 2 : improved Probability Quantization  Scheme


